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Abstract—  The objective of this paper is to define the mathematical model of fermatean fuzzy matrix game, study its properties and 

develop an innovative algorithm to solve it. These innovative concepts are made lucid through numerical illustrations. The fe rmatean 

Fuzzy expected payoff function and a new ranking function for fermatean fuzzy number is found. The notion of fermatean fuzzy saddle 

point is also proposed with fermatean fuzzy minimax dominion algorithm to solve fermatean fuzzy game problem and it is illustrated 

through two concept of game theory under fermatean theory environment. 
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I. INTRODUCTION 

The Mathematical theory of game is revealed to the world  

through the famous article theory of games and Economic 

behaviour by John Von Neumann and Oscar Morgenstern. 

Game theory is evidently a decision making problem with 

two or more autonomous decision makers called players 

having conflicting interest who act strategically to find a 

Compromising solution. Mult i criteria decision making has 

new occupied a dominant space in the research field. The 

asymptotic and uncertain information available in many of 

multi criteria decision making situations has rais ed the hope 

of multi criteria decision making with fuzzy sets. 

Game theory is evidently a decision making problem. It  

has two or more autonomous decision makers called p layers, 

having conflicting interests who act strategically to find a 

compromising solution. As we rely on game theory to model 

some practical problems which we encounter in our real-life 

situations, the players of the game are not able to evaluate 

exactly the outcome of game due to uncertain and asymptotic 

information between players. 

Fuzzy matrix games were studied by yang in  

2020.Intuitonistic fuzzy matrix games solved the short 

coming of fuzzy matrix game theory. To cope up with 

situations where hesitancy need to be considered, It was 

yager who constructed Pythagorean fuzzy set. It is an 

advanced tool over fuzzy sets and Intuitonistic fuzzy sets to 

deal with vagueness and hesitancy. The advantage of PFs is 

that, it relaxes the condition demanded by intuitonistic fuzzy  

sets by satisfying conditions  

𝑱𝑨 + 𝒌𝑨 ≤ 𝟏 𝒐𝒓 𝑱𝑨 + 𝒌𝑨 ≥ 𝟏 

With 𝑱𝑨
𝟐 + 𝒌𝑨

𝟐 + 𝝅𝟐 = 𝟏 

Obviously it is a generalization of Ifs. 

PFs has attracted researchers in diverse fields especially in  

operations research and decision making. Yager introduced 

fuzzy set is the extension of Pythagorean fuzzy set and it is 

very accurate solutions than PFs. In  this 𝑱𝑨
𝟑 + 𝒌𝑨

𝟑 + 𝝅𝟑 = 𝟏 

Conditions exists in this domain. 

In this paper, we define the mathematical model o f 

fermatean fuzzy matrix game and its properties. Also, the 

fermatean fuzzy expected payoff function and a new ranking 

function for fermatean fuzzy number is found. The notion of 

fermatean fuzzy saddle point is also proposed with fermatean 

fuzzy minimax domin ion algorithm to solve fermatean fuzzy  

game problem and it is illustrated through two concept of 

game theory under fermatean theory environment. 

II. PRELIMINARIES 

Definition 2.1 [Fuzzy set]: 

A fuzzy set A in a set R is a function A: R→ [0,1]. 

Consider the example for fuzzy set . Let  X ={a, b, c} be a 

non-empty set. A fuzzy set A is defined by  

X a b c 

Membership value 0.9 0.3 0.1 

Definition 2.2 [Pythagorean Fuzzy set]: 

For a non-empty given set 𝐆 , let I be the closed unit 

interval [0, 1]. Then, an Pythagorean fuzzy set is an object of 

the form 𝐀 = {〈𝐱, 𝛅𝐀
𝟐(𝐱), 𝛌𝐀

𝟐 (𝐱)〉/ 𝐱 ∈ 𝐆} , when the 

mappings 𝛅𝐀
𝟐: 𝐆 → 𝐈  and 𝛌𝐀

𝟐: 𝐆 → 𝐈  denote the degree of 

membership (namely,  𝛅𝐀(𝐱) ) and the degree of 

non-membership (namely,  𝛌𝐀(𝐱)) of each element 𝐱 ∈ 𝐆  to 

the object ‘ 𝐀 ’ respectively satisfying 𝟎 ≤ 𝛅𝐀
𝟐(𝐱) +

𝛌𝐀
𝟐 (𝐱) ≤ 𝟏 for all 𝐱 ∈ 𝐆. 

The complement of the Pythagorean fuzzy set is 𝐀𝐂 =

{〈𝐱, 𝛌𝐀
𝟐(𝐱) , 𝛅𝐀

𝟐(𝐱)〉/ 𝐱 ∈ 𝐆}. Obviously, every fuzzy 𝐀 on a 

non-empty 𝐆  is an Pythagorean fuzzy set of the form 
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𝐀 = {〈𝐱,𝛅𝐀
𝟐(𝐱), 𝟏 − 𝛌𝐀

𝟐 (𝐱)〉/ 𝐱 ∈ 𝐆} . For the sake of 

simplicity, we just write 

(a) A = 〈δA
2 , λA

2〉 instead of A = {〈x,δA
(x), λA

(x)〉/ x ∈

G} . If B = {〈y,δB
2(y), λB

2(y)〉/ y ∈ G2}  is an 

Pythagorean fuzzy set in G2, then the pre image of B 

under φ, denoted by φ−1(B), is still an  Pythagorean 

fuzzy set in G1 , we now write φ−1(B) =
{〈x,  φ−1(δB)(x) ,  φ−1(λB )(x) 〉/ x ∈ G1

}. 

(b) If A = {〈x, δA
2(x) , λA

2(x) 〉/ x ∈ G1}  in an  

Pythagorean fuzzy  set in G1 , then the image of A 

under φ, denoted by φ(A) , is also an Pythagorean 

fuzzy set in G2, which is defined by 

φ(A) = {〈y,φsup
(δA

)(y),φinf
(λA

)(y) 〉: y ∈ G2}, where 

φsup
(δA

)(y) = {
sup

x ∈ φ−1(y)

δA
(x) , if  φ−1(y) ≠ 0,

0, else where,
 

φinf
(λA

)(y) = {
inf

x∈ φ−1 (y)
λA

(x) , if  φ−1(y) ≠ 0,

0, else where,
 

for each y ∈ G2. 

Definition 2.3 [Fermatean Fuzzy set]: 

Let 𝛍𝚫 : 𝐗 → [𝟎, 𝟏] and 𝝑𝚫 : 𝐗 → [𝟎, 𝟏] be fuzzy sets in a 

set 𝐗. Let (∀𝐱 ∈ 𝐗) (𝟎 ≤ 𝛍𝚫
𝟑(𝐱) + 𝛝𝚫

𝟑(𝐱) ≤ 𝟏) , then the 

structure 𝐏 = {〈𝐱, 𝛍𝚫
(𝐱), 𝛝𝚫(𝐱)〉/𝐱 ∈ 𝐗}  is called the 

fermatean fuzzy set in 𝐗. 

In what follows, we apply the notations 𝛍𝚫
𝟑(𝐱)  and 

𝛝𝚫
𝟑(𝐱) instead of (𝛍𝚫

(𝐱))
𝟑
 and (𝛝𝚫(𝐱))𝟑, respectively and 

the fermatean Fuzzy set on 𝐗 and is simply denoted by 

𝐏 = (𝑿, 𝛍𝚫 , 𝛝𝚫
). The collection of fermatean fuzzy sets on 

𝐗 is denoted by 𝐅𝟑
𝟑(𝐗). 

Example 2.4: Let 𝐗 = {𝟎 , 𝒍 ,𝒎, 𝒏, 𝒓} be the set and define 

fuzzy sets 𝛍𝚫 : 𝐗 → [𝟎,𝟏] and 

 𝝑𝚫 : 𝐗 → [𝟎,𝟏] as follows: 

𝐗 𝟎 𝒍 𝒎 𝒏 𝒓 

𝛍𝚫  0.93 0.74 0.92 0.55 0.67 

𝝑𝚫 0.87 0.41 0.74 0.65 0.57 

Then 𝐏 = (𝐗, 𝛍𝚫 , 𝛝𝚫
) is a (𝟓, 𝟑)-fuzzy set on 𝐗 if 𝟑 ≥ 𝟗. 

But it is not a (𝟓, 𝟑) -fuzzy set on 𝐗  for 𝟑 ≤ 𝟖  because 
(𝟎.𝟗𝟑)𝟓 + (𝟎. 𝟖𝟕)𝟖 = 𝟏. 𝟎𝟐𝟑𝟗 > 𝟏. 

Consider the (𝟓, 𝟑) -fuzzy set  𝐏 = (𝐗, 𝛍𝚫 , 𝛝𝚫
)  on 𝐗  fo r 

𝟑 ≥ 𝟗 in p revious example. It is not intuitionistic fuzzy  set 

because of 𝛍𝚫
(𝟎) + 𝝑𝚫

(𝟎) = 𝟎.𝟗𝟑 + 𝟎. 𝟖𝟕 = 𝟏.𝟖 > 𝟏. 

Since 𝛍𝐀
𝟐(𝐦) + 𝛝𝐀

𝟐(𝐦) = (𝟎. 𝟗𝟐)𝟐 + (𝟎. 𝟕𝟒)𝟐 =

𝟏. 𝟑𝟗𝟒 > 𝟏 , we know that 𝐏 = (𝐗, 𝛍𝚫 ,𝛝𝚫
)  is not a 

pythogorean fuzzy set on 𝐗. 

Since 𝛍𝐀
𝟑(𝐦) + 𝛝𝐀

𝟐(𝐦) = (𝟎. 𝟗𝟐)𝟑 + (𝟎. 𝟕𝟒)𝟐 =

𝟏. 𝟑𝟐𝟔𝟑 > 𝟏 , we know that 𝐏 = (𝐗, 𝛍𝚫 ,𝛝𝚫
)  is not a (3, 

2)-fuzzy set on 𝐗. 

Because of 𝛍𝐀
𝟑(𝟎) + 𝛝𝐀

𝟑(𝟎) = (𝟎. 𝟗𝟑)𝟑 + (𝟎. 𝟖𝟕)𝟑 =

𝟏. 𝟒𝟔𝟐𝟗 > 𝟏, we know that  

𝐏 = (𝐗, 𝛍𝚫 , 𝛝𝚫
) is not a fermatean fuzzy set on 𝐗. 

Finally 𝐏 = (𝐗, 𝛍𝚫 , 𝛝𝚫
) is not a 5-pythogorean fuzzy  set 

on 𝐗 , since 𝛍𝐀
𝟓 (𝟎) + 𝛝𝐀

𝟓(𝟎) = (𝟎. 𝟗𝟑)𝟓 + (𝟎. 𝟖𝟕)𝟓 =
𝟏. 𝟏𝟗𝟒 > 𝟏. 

Definition 2.5: 

We define a binary relation ‘⪷’ and the equality ‘=’ in  

𝐅𝟑
𝟑(𝐗) as follows 

𝐏𝟏 ⪷ 𝐏𝟐 ⇔ 𝛍𝚫𝟏
≤ 𝛍𝚫𝟐

, 𝛝𝚫𝟏
≥

𝛝𝚫𝟐
...................................... (1) 

𝐏𝟏 = 𝐏𝟐 ⇔ 𝛍𝚫𝟏
= 𝛍𝚫𝟐

, 𝛝𝚫𝟏
=

𝛝𝚫𝟐
...................................... (2) 

for all 𝐏𝟏 = (𝐗, 𝛍𝚫𝟏
,𝛝𝚫𝟏

)  , 𝐏𝟐 = (𝐗, 𝛍𝚫𝟐
, 𝛝𝚫𝟐

)  and 𝐏𝟏 ≠

𝐏𝟐 . It is clear that (𝐅𝟑
𝟑(𝐗) ,⪷) is a partially ordered set. 

2.6 Fermatena Fuzzy Number: 

A fermatean fuzzy set can be represented as a fermatean  

fuzzy number which is an ordered pair. 

�̃�𝒑 = (𝑱𝑨 , 𝑲𝑨) 

Then the degree of Hesitation is given by 𝝅𝑨 =

√𝟏 − 𝑱𝑨
𝟐 − 𝑲𝑨

𝟐  

2.7 Arithmetic operations on Fermatean Fuzzy Number 

Consider two fermatean fuzzy number 

�̃�𝒑 = (𝑱𝑨𝟏, 𝑲𝑨𝟏 ) and �̃�𝒑 = (𝑱𝑨𝟐 , 𝑲𝑨𝟐 ) 

The following are the different operations can be defined 

on fermatean fuzzy number. 

1. Union: 

�̃�𝒑 ∪ �̃�𝒑 =  {𝐦𝐚𝐱(𝑱𝑨𝟏 , 𝑱𝑨𝟐
) , 𝒎𝒊𝒏(𝑲𝑨𝟏, 𝑲𝑨𝟐 ) } 

2. Intersection: 

�̃�𝒑 ∩ �̃�𝒑 =  {𝐦𝐢𝐧(𝑱𝑨𝟏 , 𝑱𝑨𝟐
) , 𝒎𝒂𝒙 (𝑲𝑨𝟏 , 𝑲𝑨𝟐) } 

3. Addition: 

�̃�𝒑 ⊕ �̃�𝒑 = (√𝑱𝑨𝟏
𝟐 + 𝑱𝑨𝟐

𝟐 − 𝑱𝑨𝟏
𝟐 𝑱𝑨𝟐

𝟐  , 𝑲𝑨𝟏 𝑲𝑨𝟐)  

4. Multiplication: 

�̃�𝒑 ⊗ �̃�𝒑 = (𝑱𝑨𝟏 𝑱𝑨𝟐 , √𝑲𝑨𝟏
𝟐 + 𝑲𝑨𝟐

𝟐 − 𝑲𝑨𝟏
𝟐 𝑲𝑨𝟐

𝟐 ) 

5. Scalar multiplication: 

𝝀�̃�𝒑 = (𝟏 − (𝟏 − 𝑱𝑨𝟏
𝟐 )

𝑻
,𝑲𝑨

𝑻 ) 

6. Complement:  

�̃�𝒑
𝑪 = (𝑲𝑨𝟏 , 𝑱𝑨𝟏

) 
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2.8 Payoff: 

Payoff is the quantity of satisfaction a player gets at the 

end of a play in a game. 

2.9 Two persons zero sum game 

A Game with two player I and Player II where the payoff to  

player II is the negative of the payoff to player I each day of 

the game so that the total sum of payoff is zero. 

2.10 Matrix Game: 

It is a two person zero sum game. It is defined as 𝒎 × 𝒏 

matrix. 𝑨 = [𝒂𝒊𝒋 ]
𝒎×𝒏

 where i =1,2,3….m, j = 1,2,3…n aij are 

real numbers and A is called the pay off matrix. Hence the 

two players. Player I (row Player) has m choices and the 

player II (co lumn player) has n choices available to them. If 

the player I choose to play choice i without knowing the 

choice of player II and player II choose to play choice j 

irrespective of the choice of player I, the payoff to player I Is 

aij and the payoff to player-II is - aij. 

 Both players want to choose strategies that will benefit the 

individual payoff. The payoff matrix A is given by  

𝑨 = [

𝒂𝟏𝟏 𝒂𝟏𝟐 … … … … . 𝒂𝟏𝒏

𝒂𝟐𝟏 𝒂𝟐𝟏 … … … … . 𝒂𝟐𝒏

𝒂𝒎𝟏 𝒂𝒎𝟐 … … … … . 𝒂𝒎𝒏

] 

2.11 Mixed strategy and pure strategy: 

A mixed strategy of player I Is a probability distribution R 

over the rows of A, i.e., an element of the set 𝑿 =

{𝒙𝟏, 𝒙𝟐,𝒙𝟑 … 𝒙𝒎} ∈ 𝑹𝒎 , 𝒙𝒊 ≥ 0, 𝒙𝒊 =  ∑ 𝟏𝒎
𝒊=𝟏   

Equivalently, a  mixed strategy of player II is a probability  

distribution – Y over the co lumn of A, i.e, an element of the 

set 𝒚 = {(𝒚𝟏, 𝒚𝟐, … 𝒚𝒏) ∈ 𝑹𝒏 , 𝒚𝒋≥ 0 ∑ 𝒚𝒊 = 𝟏𝒏
𝒋=𝟏 } 

A strategy 𝝀𝒊  of player I Is a pure strategy if does not 

involve an probability i.e., 𝝀𝒊 is an 𝒙 ∈ 𝒙  with 𝒙𝒊 = 𝟏  for 

forms I = 1,2,3,…m. 

We denote the set of pure strategies of player I by 𝒔𝒋 =

{𝝀𝟏, 𝝀𝟐, … . 𝝀𝒎}. A strategy ∆𝒊 of player II is a pure strategy, 

if does not involve any probability, (i.e) ∆𝒊 is an 𝒚 ∈ 𝒀 with 

𝒚𝒋 = 𝟏 for some 𝒋 = 𝟏, 𝟐, … 𝒏 

We denote the set of pure strategies  of player II by 𝒔 =
{∆𝟏, ∆𝟐,∆𝟑,… ∆𝒏  }. 

2.12 Maxmin and Minimax Principle: 

The player I, who is the maximizing player lists the worst 

possible outcome of all h is potential strategies, then he will 

choose that strategy, the most suitable for him which  

corresponds to one of these worst outcomes. 

This is called  maxi min princip le o f p layer I. In shortly, it  is  

maxi , minj [aij]. The p layer II who is the minimizing player 

lists the best possible outcomes of all potential strategies, 

then he will choose that strategy, the most suitable for h im 

which correspond to one of these best outcomes. This is 

called minimum principle o f player II. In shortly, it is min j 

max i [aij]. 

2.13 Dominance Principle: 

Dominance Principle is used to reduce the size of the 

payoff matrix by deleting those strategies which are 

dominated by others. 

(i) If all the elements of a row say q th row are ≤  the 

corresponding elements of any other row say rth row, then the 

qth row is dominated by rth row. 

(ii) If all the elements of a column say ath column ≥ the 

corresponding elements of any other column, say the rth 

column then qth column is dominated by the rth Column. 

(iii) Dominated rows or columns are deleted and the 

optimal strategy will remain not affected. 

2.14 Saddle Point: 

For a matrix game 𝑨 = [𝒂𝒊𝒋 ]
𝒎×𝒏

, if 𝐦𝐚𝐱
𝒊

𝐦𝐢𝐧
𝐣

=

 𝐦𝐢𝐧
𝐣

 𝐦𝐚𝐱

𝒊

[𝒂𝒊𝒋] , then the matrix game has saddle point at 

the (r,s) the position of A. 

III. INNOVATIVE TOOL OF FERMATEAN FUZZY 

SET 

3.1 Objectives:  

To study and tackle the imprecision, vagueness and 

hesitancy involved to one of the decision-making prob lems 

say matrix games. In this article, we opt most and innovative 

tool, fermatean fuzzy set. The objective of this paper is to 

define the mathematical tool of fermatean fuzzy matrix game, 

study its properties and develop innovative algorithm to solve 

it. These innovative concepts are made lucid  through 

numerical illustrations. 

3.2 Methods:  

The matrix games solved using fuzzy optimization tools 

and intuitonistic fuzzy optimizat ion techniques are analysed. 

We came to the condition that the hesitancy associated with 

choosing strategies for players and pay off are not fu lly  

considered. Hence the strategy Pythagorean fuzzy  

optimization tool is used. The data set considered in this 

study are collected from a faculty of physical Education 

department in a college. Using the Innovative algorithm and 

data collected the study is completed  

3.3 Findings:  

The fermatean fuzzy expected pay off function and a new 

ranking function for fermatean fuzzy number is obtained in 

this paper. Moreover, the notion of fermatean fuzzy  saddle 

point is also proposed. Then, we have introduced a novel 

algorithm called fermatean minimax dominian algorithm to 

solve fermatean fuzzy game problem and it is illustrated 

through numerical example. 

3.4 Novelty:  

This study explored concepts of game theory under 

fermatean fuzzy environment. The outlined mathematical 
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model of fermatean fuzzy matrix game and the algorithm to 

Solve it is, novel in the research field.  

3.5 Fermatean Furry payoff: 

The Pay of a matrix game represented by fermatean fuzzy  

number (FFN) is called the fermatean fuzzy pay off. Due to 

uncertainty and imprecision in the game, ambiguity in the 

judgement of players, it is reliab le to express pay off of a 

matrix game by FFN. 

IV. MATHEMATICAL MODEL OF FERMATEAN 

FUZZY MATRIX GAME 

Fermatean fuzzy matrix game is a two person zero sum 

game. It is defined by an 

 𝒎 × 𝒏 𝐟𝐞𝐫𝐦𝐚𝐭𝐞𝐚𝐧  𝐟𝐮𝐳𝐳𝐲  𝐦𝐚𝐭𝐫𝐢𝐱 Ã =  [ã𝒊𝒋  ]
𝒎×𝒏

 where 

𝑰 𝝐 {𝟏, 𝟐, 𝟑 … . . 𝒎 } are the m choices or strategies available 

to player I, 𝒋 𝝐 {𝟏, 𝟐, 𝟑 … . . 𝒎 } are the n choices or strategies 

available to player II, ã𝒊𝒋  are FFN called  the fermatean fuzzy  

payoff to player I for his jth choice against the jth choice of 

player. 

The fermatean fuzzy pay off matrix is given by 

�̃� = [
𝒂𝟏𝟏 𝒂𝟏𝟐 … … … … . 𝒂𝟏𝒏

𝒂𝟐𝟏 𝒂𝟐𝟏 … … … … . 𝒂𝟐𝒏

𝒂𝒎𝟏 𝒂𝒎𝟐 … … … … . 𝒂𝒎𝒏

] 

The goal of the game is to find a strategy for p layer I that 

maximized fermatean fuzzy gain and find a strategy for 

player II that minimizes his  fermatean fuzzy loss. 

4.1 Fermatean fuzzy expected payoff Function: 

Consider a fermatean fuzzy matrix game Ã =  [ã𝒊𝒋  ]
𝒎×𝒏

 

Let 𝒙 𝝐 𝑿 and 𝒚 𝝐 𝒀 are mixed strategies of player I and II  

respectively. Then the frematean fuzzy expected payoff for 

player I Is 

𝑬(𝑿,𝒀)  = 𝑿𝑻 𝑨𝒀 

=∑ ∑ (𝒙𝒊𝒚𝒋 �̃�𝒊𝒋 )… … … … … … … … …𝒏
𝒋 =𝟏

𝒎
𝒊=𝟏  (1) 

It is also a fermatean fuzzy  number. For the computation of 

equation (1) the arithmet ic operations of fermatean fuzzy  

number are used. 

4.2 Ranking Function: 

A new ranking function defuzzificat ion function will be 

exposed for fermatean fuzzy  number (FFN). Let 𝑭~ (𝑹) 

denote the set of all fermatean fuzzy numbers. The ranking 

function maps (𝑭Ã𝒇
) each fermatean fuzzy numbers to a real 

number. 

It is defined as 

𝑭(�̅�𝒇): 𝑭(𝑹) → 𝑹 

𝑭(�̅�𝒇) = (𝑱𝑨
𝟐 + 𝒌𝑨

𝟐 ) (
𝟏+𝝅

𝟐
) ……………. (1) 

Where 𝝅 = √𝟏 − (𝑱𝑨
𝟐 + 𝒌𝑨

𝟐 ) 

Clearly 𝑭Ã𝒇
∈ [𝟎,𝟏] Consider FFN �̃�𝒇 and �̃�𝒇 

We can define a new order relation between �̃�𝒇 and �̃�𝒇 

based on equation (1) as  

1. 𝑭(�̅�𝒇) ≤ 𝒑(�̅�𝒇) ⇒  �̅�𝒇 ≤ �̅�𝒇 

2. 𝑭(�̅�𝒇) ≥ 𝒑(�̅�𝒇) ⇒  �̅�𝒇 ≥ �̅�𝒇------------------------ (2) 

3. 𝑭(�̅�𝒇) = 𝒑(�̅�𝒇) ⇒  �̅�𝒇 = �̅�𝒇 

The symbol ≤ denotes fermatean fuzzy  inequality and has 

the linguistic interpretation as essentially less than or equal. 

Similarly for ≥ and ≅. 

4.3 Fermatean Fuzzy Saddle Point 

The point 𝑿𝟎 , 𝒀𝟎, 𝑿𝟎 ∈ 𝑹𝒏  is a fermatean Fuzzy saddle 

point if 

𝑬(𝑿,𝑿𝟎
) ≤ �̅�(𝑿𝟎, 𝒀𝟎

) ≤ �̅�(𝑿𝟎 ,𝒀) ∀ 𝒙 ∈ 𝑹𝒏 , ∀ 𝒚 ∈ 𝑹𝒏  

4.4 Fermatean Minimax Dominian Algorithm 

We propose a novel algorithm called fermatean min imax 

dominion algorithm to solve fermatean fuzzy matrix games. 

It is developed on the basis of minimax principle and  

dominance princip le of game theory combined with the 

proposed new ranking function of fermatean fuzzy number. 

The steps of the algorithm are as follows: 

Step 1: Consider the fermatean fuzzy payoff matrix of the 

game whose payoff are expressed by FFN. 

Step 2: Defuzzify ing the fermatean fuzzy payoff using the 

newly proposed ranking function of FFN given (1) 

Step 3: Check for fermatean fuzzy saddle point using 

minimax and maximum princip le. If exist go to step 4, 

otherwise step 5. 

Step 4: Determine the fermatean fuzzy  saddle point, 

optimal strategies of player I and II and frematean fuzzy  

value of game. 

Step 5: Apply Dominance principle to the row and  

columns of defuzzified matrix obtained in  step 2 and reduce it  

to a 𝟐 ×  𝟐 matrix. 

Step 6: Determine the Optimal matrix strategies of player I 

and player II. 

Step 7 : Determine the fermatean fuzzy value of the game 

by using V= 
𝒂𝟏𝟏𝒂𝟐𝟐−𝒂𝟏𝟐𝒂𝟐𝟏

√𝒂𝟏𝟑𝒂𝟐𝟑+𝒂𝟑𝟏𝒂𝟐𝟏
 

V. NUMERICAL EXAMPLE 

Example 1: 

The best way to demonstrate the proposed fermatean  

minimize domin ian algorithm to solve fermatean fuzzy  

matrix game is by virtue of an example. Here we will take in  

to account two numerical examples, one with fermatean 

fuzzy saddle point and the other without fermatean fuzzy  

saddle point for the better comprehension of the theory.  
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Step-1: Consider a fermatean fuzzy matrix 

𝑷 = |
[𝟎. 𝟔, 𝟎. 𝟕] [𝟎.𝟕, 𝟎. 𝟑] [𝟎. 𝟑, 𝟎. 𝟐]
[𝟎. 𝟑, 𝟎. 𝟗] [𝟎.𝟓, 𝟎. 𝟔] [𝟎. 𝟒, 𝟎. 𝟖]

[𝟎. 𝟖, 𝟎. 𝟒] [𝟎.𝟒, 𝟎. 𝟕] [𝟎. 𝟓, 𝟎. 𝟕]

| 

By defuzzification (Apply -2) with the help of 

𝑷 = (𝑱𝑨
𝟐 + 𝒌𝑨

𝟐 ) (
𝟏+𝝅

𝟐
) Where 𝝅 = √𝟏 − (𝑱𝑨

𝟐 + 𝒌𝑨
𝟐 ) 

We have 

𝑷 = [
𝟎. 𝟓𝟖𝟗𝟓 𝟎. 𝟒𝟕𝟕𝟗 𝟎. 𝟏𝟐𝟓𝟔
𝟎. 𝟓𝟗𝟐𝟐 𝟎. 𝟒𝟗𝟓𝟒 𝟎. 𝟏𝟔𝟐𝟒
𝟎. 𝟓𝟕𝟖𝟖 𝟎. 𝟓𝟏𝟕𝟐 𝟎. 𝟓𝟓𝟖𝟔

] 

The value of Row = { 𝟎. 𝟏𝟐𝟓𝟔,𝟎. 𝟏𝟔𝟐𝟒, 𝟎. 𝟓𝟏𝟕𝟐} 

Max {Row Minimum} =  𝟎. 𝟓𝟏𝟕𝟐 

Max value of Column =  { 𝟎. 𝟓𝟗𝟐𝟐, 𝟎. 𝟓𝟏𝟕𝟐,𝟎. 𝟓𝟓𝟖𝟔} 
Max – value of Column = {0.5922, 0.5172, 0.5586} 

Min {Column Maxima} =0.5172 

Max {Row Minimum} = Min {Column Maximum} 

Hence by Minimax and Maxmin princip le, saddle point 

exists at (3,2)th position. 

Optimum Pure strategy player I= (0,0,1) 

Optimum Pure strategy player II= (0,1,0) 

In this problem saddle point exists. 

Suppose the saddle point does not exists we have to follow 

the following set of procedure to optimize the value of Game. 

Example 2: The best way to demonstrate the proposed 

fermatean minimize dominion algorithm to solve fermatean 

fuzzy matrix game is by virtue of an example. Here we will 

take in to account two  numerical examples, one with 

fermatean fuzzy saddle point and the other without fermatean 

fuzzy saddle point  for the better comprehension of the theory.  

Step-1: Consider a fermatean fuzzy matrix 

𝑷 =
|
|

[𝟎.𝟔, 𝟎. 𝟕] [𝟎. 𝟕, 𝟎. 𝟑] 

[𝟎.𝟑, 𝟎. 𝟗] [𝟎. 𝟓, 𝟎. 𝟔] 

[𝟎. 𝟒, 𝟎. 𝟔] [𝟎.𝟑, 𝟎. 𝟐]
[𝟎. 𝟕, 𝟎. 𝟒] [𝟎.𝟒, 𝟎. 𝟏]

[𝟎.𝟖, 𝟎. 𝟒] [𝟎. 𝟒, 𝟎. 𝟕]

[𝟎.𝟒, 𝟎. 𝟔] [𝟎. 𝟓, 𝟎. 𝟕]

 [𝟎. 𝟕, 𝟎. 𝟕] [𝟎.𝟓, 𝟎. 𝟕]

 [𝟎. 𝟖, 𝟎. 𝟒] [𝟎.𝟔, 𝟎. 𝟕]
|
|
 

Apply step 2  

By defuzzification with the help of  

𝑷 = (𝑱𝑨
𝟐 + 𝒌𝑨

𝟐 ) (
𝟏+𝝅

𝟐
) Where 𝝅 = √𝟏 − (𝑱𝑨

𝟐 + 𝒌𝑨
𝟐 ) 

We have 

= ||

𝟎. 𝟓𝟖𝟗𝟓 𝟎. 𝟒𝟕𝟕𝟗 
𝟎. 𝟓𝟗𝟐𝟐 𝟎. 𝟒𝟗𝟓𝟒 

𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟏𝟐𝟓𝟔
𝟎. 𝟓𝟏𝟕𝟐 𝟎. 𝟏𝟔𝟐𝟒

𝟎. 𝟓𝟕𝟖𝟖 𝟎. 𝟓𝟏𝟕𝟐
𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟓𝟓𝟖𝟔

 𝟎. 𝟓𝟖𝟗𝟓 𝟎. 𝟓𝟓𝟖𝟔
 𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟓𝟖𝟗𝟓

|| 

Using step – 3 

Min Row values =

 { 𝟎. 𝟏𝟐𝟓𝟔, 𝟎. 𝟏𝟔𝟐𝟒, 𝟎. 𝟓𝟏𝟕𝟐,𝟎. 𝟒𝟒𝟎𝟏} 

Therefore Maximum {Row Minimum} =  𝟎. 𝟓𝟏𝟕𝟐 

Max Column Value =
 { 𝟎. 𝟓𝟗𝟐𝟐, 𝟎. 𝟓𝟓𝟖𝟔, 𝟎. 𝟓𝟖𝟗𝟓,𝟎. 𝟓𝟖𝟗𝟓} 

Therefore {Column Max}= 𝟎. 𝟓𝟓𝟖𝟔 

Therefore Max {Row Min} ≠Minimum {Column Max} 

Hence saddle point does not exist. 

Apply steps 5 to the Rows and Columns. 

If the above matrix, we can get 

𝑷 = |
𝟎. 𝟓𝟖𝟗𝟓 𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟏𝟐𝟓𝟔
𝟎. 𝟓𝟕𝟖𝟖 𝟎. 𝟓𝟖𝟗𝟓 𝟎. 𝟓𝟓𝟖𝟔
𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟒𝟒𝟎𝟏 𝟎. 𝟓𝟖𝟗𝟓

| 

Value of the game is obtained by 

𝑽 =
𝒂𝟏𝟏 𝒂𝟐𝟐 − 𝒂𝟏𝟐 𝒂𝟐𝟏

√𝒂𝟏𝟑𝒂𝟐𝟑 + 𝒂𝟑𝟏 𝒂𝟐𝟏

 

𝑽 =
(𝟎. 𝟓𝟖𝟗𝟓 × 𝟎. 𝟓𝟖𝟗𝟓) − (𝟎. 𝟏𝟐𝟓𝟔 × 𝟎. 𝟒𝟒𝟎𝟏)

√(𝟎. 𝟏𝟐𝟓𝟔 × 𝟎. 𝟓𝟓𝟖𝟔) + (𝟎. 𝟒𝟒𝟎𝟏 × 𝟎. 𝟓𝟕𝟖𝟖)
 

𝑽 = 𝟎. 𝟓𝟕 

VI. CONCLUSION 

The fermatean fuzzy expected pay off function and a new 

ranking function for fermatean fuzzy number is obtained in 

this paper. Moreover, the notion of fermatean fuzzy  saddle 

point is also proposed. Then, we have introduced a novel 

algorithm called fermatean minimax dominion algorithm to 

solve fermatean fuzzy game problem and it is illustrated 

through numerical example. This study exp lored concepts of 

game theory under fermatean fuzzy environment. The 

outlined mathematical model of fermatean fuzzy matrix 

game and the algorithm to solve it is, novel in the research 

field.  

ACKNOWLEDGEMENT 

The authors are highly grateful to the referees for their 

valuable comments and suggestions for improving the paper. 

REFERENCES 

[1]  Chen TY. Pythagorean fuzzy linear programming technique 

for multidimensional analysis of preference using a 

squared-distance-based approach for multiple criteria decision 

analysis. Expert Systems with Applications. 2021;164:113908. 

Available from: https://doi.org/10.1016/j.eswa.2020.113908. 

[2]  Erdebilli B, Weber GW, editors. Multiple Criteria Decision 

Making with Fuzzy Sets. Multiple Criteria Decision Making 

(MCDM);Cham. Springer International Publishing. 2022. 

Available from: https://doi.org/10.1007/978-3-030-98872-2. 

[3]  Jana J, Roy SK. Linguistic Pythagorean hesitant fuzzy matrix 

game and its application in multi-criteria decision making. 

Applied Intelligence. 2023;53(1):1– 22. Available from: 

https://doi.org/10.1007/s10489-022-03442-2. 

[4]  Lin S. Using TODIM Approach with TOPSIS and 

Pythagorean Fuzzy Sets for MCDM Problems in the Bullwhip 

Effect. Open Journal of Business and Management.2022; 

10(03):1497–1523. Available from https://www.scirp.org/ 



  ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering  

(IJERCSE) 

Vol 11, Issue 12, December 2024 

 

41 

journal/paperinformation.aspx?paperid=117627. 

[5]  Khan AA, Ashraf S, Abdullah S, Qiyas M, Luo J, Khan SU. 

Pythagorean Fuzzy Dombi Aggregation Operators and Their 

Application in Decision Support System. Symmetry.  

2019;11(3):1–19. Available from: https://doi.org/10.3390/ 

sym11030383. 

[6]  Taha HA. Operations Research An Introduction. 10th ed. 

Pearson publishers. 2019. Available from: http://zalamsyah. 

staff.unja.ac.id/wp-content/uploads/sites/286/2019/11/9-Oper

ations-Research-An-Introduction-10th-Ed.-Hamdy-A-Taha.p

df. 

[7]  Verma R, Aggarwal A. Matrix games with linguistic 

intuitionistic fuzzy Payoffs : Basic results and solution 

methods. Artificial Intelligence Review. 2021;54(7):5127–

5162. Available from: https://doi.org/10.1007/s10462-021- 

10014-2. 

[8]  Verma R, Singla N, Yager RR. Matrix games under a 

Pythagorean fuzzy environment with self-confidence levels: 

formulation and solution approach. Soft Computing. 2023. 

Available from: https://doi.org/10.1007/s00500-023-08785-7. 

[9]  Wang Y, Chu J, Liu Y. Multi-Criteria Pythagorean Fuzzy 

Group Decision Approach Based on Social Network Analysis. 

Symmetry. 2020;12(2):1–19. Available from: https://doi.org/ 

10.3390/sym12020255. 

[10]  Xian S, Cheng Y. Pythagorean fuzzy time series model based 

on Pythagorean fuzzy c-means and improved Markov 

weighted in the prediction of the new COVID-19 cases. Soft 

Computing. 2021;25(22):13881–13896. Available from: 

https://doi.org/10.1007/s00500-021-06259-2. 

[11]  Yang Z, Song Y. Matrix Game with Payoffs Represented by 

Triangular Dual Hesitant Fuzzy Numbers. Matrix Game with 

Payoffs Represented by TriangularDual Hesitant Fuzzy 

Numbers. 2020;15(3):1–11. Available from: https://univa 

gora.ro/jour/index.php/ijccc/article/view/3854. 

 


